
M3D-C1 ZOOM Meeting
03/15/2021Announcements

CS Issues
1. GPU solve and memory utilization status ( Jin Chen)
2. stellar.princeton.edu status
3. Mesh adaptation update (RPI, Brendan Lyons)
4. ǇƭƻǘψŜǉǳŀǘƛƻƴΣΩgradshafranovΩ ōǳƎΚ
5. NERSC Time
6. Changes to githubmaster since last meeting
7. Regression tests
8. New plotting option

Physics Studies
1. Runaway electron loss by MHD eventsςChang Liu
2. Carbon Mitigation in NSTX-U (shell pellet)
3. RE Benchmark with JOREK .. Chen Zhao
4. Helical band to remove runaway electrons
5. Other?



Announcements
Å ITPA on MHD, Disruptions, Control March 22-25

Å IAEA Papers Due 9 April

Å Jon Menard request for Research Highlights by March 16
Å ITER Cold VDE (Cesar)?
Å DIII-D Runaway Electron MHD event (Chang)?
Å Other?



GPU Solve status

Å GPUs give little or no speedup on solves for small problem size
Å Larger problem sizes run out of memory
ÅWhat is using all the memory???

Jin Chen email 2/2/21:

Memory Utilized: 16.27 GB (estimated maximum)
While matrices only took less than 4GB:

Jin Chen



stellar.Princeton.edu allowing early users

All M3DC1 users with eddy accounts should now be able to log into stellar

Å /scratch/gpfs/yournamenow available,    1 TB limit
Å /home directory    ,  100 GB limit
Å /projects/M3DC1/yourname 10 TB total for all users

Å Visualization node for PPPL:   sshstellar-vis2

Nate Ferraro:  modules m3dc1/1.12 and m3dc1/develare available

Seegyoung Seol: (3/13/21) I wasn't able toconfigure PETScwith the existing MKL 
module (it has scalapack, blacs, blas, lapack, etc.). I am trying the many different 
configuration options to make use of the mostof the existing modules in Stellar but 
didn't have a luck yet.



Timing Tests

S. Jardin:  Case study:   2D ITER VDE case  1000 TS      (/home/sjardin/data/ITER)
Nodes cpu/node partitions  compute time solve time (SLU or MUMPS)

1                  64               64 1.8 s                    13-16 s
1 96 96              1.1-1.2 s 18-30 s
1        96               96                  1.25 13-16 s
2 48 96              1.1-1.2 s 12-13 s
1 80 80 1.4 s                    13-60 s      hangs at end, CDLL
1 72 72 1.5 s 13-16 s      hangs at N=5, no message
1                  48 48 2.2 ς2.3 s 13-31 s     hangs at end, no message

1 48 48 2.1 8  - 10 s  NaNat N=447
1                  96     96 1.1 s                    7 ς8 s    NaNat N=430
1 64 64 1.6 s 8 s       NaNat N=40
1                  72               72                                                               hangs in GS, no message

CDLL:  corrupted double-linked list

SUPER_LU

MUMPS



More on Timing Tests

48 p SLU
96 p SLU

96 p mumps48 p mumps



Even more on Timing Tests

1 node 96 p jobs with the same parameters (N=1000) often behave/fail differently

SuperLU MUMPS
Submission    solver_timings result solver_timings result

1                     13-16      CDLL at end (hangs) 7-8 s                NaN@ 602
н                        ά                         ά7-8 s                      good!
3                     13-30s ά 7-8 s                NaN@ 193

CDLL = corrupted double linked list



Mesh adaptation update

Seegyoung Seol (03/13/2021):  In terms of 3D mesh adaptation, we fixed 
all the known errors so now we can re-construct the 3D mesh out of 2D 
adapted mesh in the master node.   Now I am looking at the field transfer 
in 3D and Usman is working on the error estimator. As soon as my part 
(field transfer) is done, we can release the software so Brendan should be 
able to run mesh adaptation in 3D.

I



ὴᴂ
(op=2)

ὴ

>plot_equationΣ ΨgradshafranovΩ has large non-
zero component at ὴ π. Diagnostic issue?

GS solver converged
(Error in last GS iteration: 1.15E-007)
(Final error in GS solution: 1.27E-002)

ὴand ὴᴂlook well-behaved.

From Adelle Wright:



NERSC Time 

mp288

m3163
Closed for general use

Å mp288 received 10M Hrsfor CY 2021
ÅWe will exhaust this by the end of March at this rate.  (May get more time) 
Å Transition to stellar (PU/PPPL)
Å I plan to not start any new jobs on Cori

2.48 M hours remain



Changes to github master since last meeting !

Seegyoung Seol
Å 03/03/21:  errors with 3D mesh reconstruction fixed
Å 03/10/21:  debugging of 3D mesh reconstruction after adaption

Steve Jardin
ÅлоκлпκнмΥ !ŘŘŜŘ ƴŜǿ ƛƴǇǳǘ ǾŀǊƛŀōƭŜ άifixed_temaxέ Φ   LŦ ƴƻƴȊŜǊƻΣ ǘŜƳŀȄ L5[ 

diagnostic will be temperature at fixed location xmag0,zmag0

Brendan Lyons
Å 03/08/21: Output pellet ablation temperature and density



Local Systems
Å PPPL centos7(03/15/21)
ï 6 regression tests PASSEDon centos7:  

Å PPPL greene(02/15/21)
ï 4 regression tests PASSED
ïRMP_nonlintimed out (but gave correct results)
ïNo batch file found for pellet

Å EDDY (2/15/21)  
ï 6  regression tests PASSED 

Å TRAVERSE(1/4/21)
ïCode compiles
ïRegression test failed:  split_smbnot found in PATH

Å STELLAR (03/15/21)
ï 5 regression tests PASSED
ïAdapt FAILED:unsorted double linked list corrupted



Other Systems
Å Cori-KNL (2/08/2021)

ï 6 regression tests passed on KNL

Å Cori-Haswell (2/08/2021)
ï 5 regression tests passed 
ï KPRAD_RESTART did not pass, but differences are very small in velocity variables.    

All magnetic and thermal good.  Similar difference as Cori-KNL 
ï RMP_nonlinƛƴƛǘƛŀƭƭȅ ŦŀƛƭŜŘ ΧΥ  ¢ƘŜǊŜ ǿŀǎ ŀƴ ŜǊǊƻǊ ƛƴ ǇŀǊǘƛǘƛƻƴƛƴƎ ǘƘŜ ƳŜǎƘΣ ōǳǘ 

passed on resubmission

Å PERSEUS
ï All 6 regression tests PASSED on perseus (J. Chen, 9/04/20)

Å MARCONI
ï All regression tests PASSED on MARCONI (J. Chen, 9/04/20)

Å CORI GPU (10/26)
ï ??



New Plotting Option

Superimpose IDL field with 
trace Poincare plot

Can this be applied to this sequence to for 
3DVDE M3D-C1/JOREK/NIMROD paper?



Paz-Soldan IAEA paper on runaway electron loss by MHD events 

Å Includes 3 co-authors & 1 figure  from M3D-C1 team
Å Also, JOREK modeling of JET

Å D2 injection into RE 
beam to purge high 
Z atoms from RE 
beam

Å Lower qa by IP
increase or a 
decrease

Å RE beam becomes 
de-confined and 
current transferred 
to background 
plasma

Chang Liu



Carbon Mitigation in NSTX-U (shell pellet)

Shell carbon pellet in NSTX  (now running)

Had to back this up to t=0.69ms to turn off the 
constant ablations rate (Thanks Cesar)   
Current quench has begun:  0.7 Ą 0.45 MA

Radiation
t = 0.73 ms

Cesar Clauser



RE Benchmark with JOREK

Chang Liu proposed to V. Bandaruand M. Hoelzlon 2/1/21:
V. Bandaruresponded on 2/2/21 with 4 profile files and additional 
data.   Has Chen been able to set up equilibrium?

Artificial Thermal Quench with Dreicer and avalanche sources

Chen Zhao



Comparison of initial profiles



Comparison of T(R) at several times with no runaways

/p/ tsc/m3dnl/Bandaru3



Comparison of E_par



Initial results with Runaways (2/15/21) (Chen)



More recent results  (2/26/21) (Chen)



What is difference in old vs new?
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(2x)        Inserting this factor of 2 (as was done for the newer results) gives much better 
agreement.   This could be due to the difference in ln L.   JOREK used ln L= 10



Update 03/08/21

Chen email 03/08:
I have read the reference 
mentioned in the Jorekpaper 
about the Go codeNucl. Fusion 
53 (2013) 123017. The Go code 
assume the runaway velocity as 
speed of light. I have tried the 
using v_ra~ c and log(lambda) = 
10, the results is much closer to 
the paper as attached.

Å Is the GO code open source?  
Can we get a copy and 
compare directly with it?



Update 3/13/21

lnL= 13 and VRA = c



Helical Band to remove runaway electrons

Å Brendan Lyons performed a calculation last year with a conducting 
helical band that did not show large helical currents

ÅWant to try and reproduce, first in circular cylindrical geometry.

Circular cylindrical 
geometry.  
Conductor in region 
b < r < c

3D helical band of good 
conductivity at | - |˒ < ʵ

#1.  Will a purely toroidal voltage from 
the plasma current decaying drive a 
helical current in this geometry?

What is driving the current in the ̒
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Comparison between Straight and helical band

0j= / 2j p= j p= 3 / 2j p=

Straight Č

Helical Č



j= 000o j= 090o

j= 180o j= 270o

Fj



8 planes 12 planes16 planes

ÅWall current appears to be converged in # of planes
Å Helical wall current tending towards zero for large values of insulator resistance
Å Now testing dependence on boundary conditions (location of ideal wall)
Å Helical (1,2) case gives less than half the current of helical (1,1) case
Å Iconst_bz=0 increases current, but still far below straight case 

Some Convergence Tests


